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Abstract 
Background: 
With the advancement of technology, dentists can improve their performance in identifying 
various dental caries. In addition, Artificial Intelligence techniques such as Machine learning 
methods provide a second opinion for dentists on the task of detecting caries. 
A.I.M.: 
The study aimed to apply caries prediction through machine learning was analyzed in this paper 
through an experimental analysis. 
Materials And Method: 
For this study, there was a data set of 700 X-rays gathered from the different age groups .500 X-
rays for training the model and 200 X-rays for testing the model. In addition, seven other 
machine learning techniques: SVM, non-linearSVM+pca, K.N.N., KNN+pca, Decision tree, 
Decision tree+depth and two deep learning techniques: Custom CNN, Inception net, were 
applied to this data set. 
Result: 
We have compared the performance of our proposed system with certified dentists for marking 
dental caries with working examples. After analogizing the performance of nine different 
classifiers, the results show that for carries detection CNN method performs better than other 
methods. 
Conclusion: 
To date, for the detection of dental caries, visual and clinical examination and diagnostic aids, 
which are the IOPA's commonly called the X-rays are in practice. This sequela of procedures 
helps the dentist to identify the cause and treat accordingly. But it is said that in certain cases, 
dentists miss the appropriate diagnosis if presented with the bitewing radiographs. So in that 
cases, when the CNN method of machine learning is used in dentistry, it would be a great help to 
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the dentist in case of appropriate diagnosis, and in normal circumstances also would always help 
the dentist to recheck the diagnosis whether the diagnosis made is fair and accurate. 
Keywords: 
Dental caries, artificial intelligence, machine learning, and deep learning technique. 
Keywords: mandibular first molar, middle mesial canal, root canal treatment. This is an Open Access artic
le that uses a fund-ing model which does not charge readers or their institutions for access and distributed under the terms of the Creative Commo
ns Attribution License (http://creativecommons.org/licenses/by/4.0) and the Budapest Open Access Initiative (http://www.budapestopenaccessinit
iative.org/read), which permit unrestricted use, distribution, and reproduction in any medium, provided 
original work is properly credited. 

Introduction
Dental caries is one of the most prevalent 
diseases affecting the oral cavity. It is a major 
oral health problem in most industrialized 
countries; consequently, dental services 
related to the oral cavity, including diagnosis, 
prevention, and treatment of the carries, are 
the fastest growing sectors in the healthcare 
industry. Dental caries is a dynamic process 
where micro-organisms play a major role as 
the causative factor of disease. The primary 
and salient micro-organisms causing the 
infection are Streptococci and Lactobacilli. 
The salivary flow, ph of saliva before and 
after sugar intake, sugar-rich diets and 
carbohydrates, acid-producing bacteria, dental 
plaque etc., aids in cavity formation.[1] Dental 
caries is a progressive process starting with 
affecting the enamel; when not recognized by 
the patient, neither the dentist will progress 
into dentin. At the dentin-enamel junction, the 
patient experiences sensitivity to hot and cold 
food items. If not treated, it decays the dentin 
where the patient experiences pain- different 
types of pain such as throbbing pain, stabbing 
pain, and nocturnal pain; based on the 
particular condition, if still not concerned by 
the patient might even lead to vitality loss of 
the pulp [2], ie. Pulpal loss where the tooth is 
considered non-functional. When left 
untreated, it might even progress to the 
periapical region, causing periapical 
conditions or even death in the upper third 
molar thorough penetration of sinuses when 

not treated even at the late stage [3]. Diagnosis 
begins with the patient's medical history, 
clinical examination, and radiographic 
examination. The radiographic examination 
helps the dentists to visualize the progress of 
the disease. Dentists often use X-rays such as 
IOPA (Intra-oral periapical radiograph) to 
assist in locating the extent of dental caries. 
The dentist's clinical experience is used as 
additional information to validate their caries' 
findings on X-rays. It is stated that even 
experienced dentists miss cavities in the range 
(of 20%-40%) of the probability if presented 
with the bitewing radiographs. Automating 
the dental caries detection process has huge 
potential to raise standards of medical care by 
providing increased efficiency and reliability, 
which would result in appropriate diagnosis 
and treatment planning. 
Artificial intelligence in medicine and related 
areas has significantly increased in recent 
years. The creation of computer software 
algorithms that enable computer programmes 
to improve via experience automatically is 
known as machine learning (ML), one of the 
many types of A.I. 
Machine learning is like a format built within 
the computer; with the help of the pattern 
inbuilt, the machine can detect the 
condition.[4]. Machine learning also aids in 
decision-making based on observation.[5] The 
application of machine learning techniques is 
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already being used in the field of dentistry for 
such things as dental radiographic analysis 
and interpretation. Oliveira et al. used 
machine learning techniques [6][7]to predict the 
success of a dental implant. In the framework 
of this paper, we discuss nine different 
techniques in machine learning with the data 
set of 700 X-rays where 500 X-rays for the 
training model and 200 X-rays for the testing 
model, to conclude with the best technique 
among the nine techniques in machine 
learning which gives the maximum accuracy 
and assessment for the dentists. So in the 
future, applying this particular technique in 
machine learning, which has the maximum F1 
Score among the nine methods, would greatly 
help dentists in many ways. Such as, it is 
stated as even experienced dentists miss 
(20%-40%) of carries detection in bitewing 
radiograph; when carries are in the starting 
stage and not clinically visible and present 
with other conditions, there is a high 
probability of missing caries in such 
situations this technique would be of great use 
for the dentist as a second opinion and in 
reducing the chances of idiopathic injury 
caused by the dentist. This technique will 
assist the dentist with the diagnosis and 
treatment planning. 

Methodology: 
A Data set characteristic: 
Though there are various machine learning 
methods, they all require a comprehensive 
dataset for the learning process. We obtained 
700 X-rays from different clinics in Chennai, 
and all X-rays were certified by three dentists 
after clinical examination for the existence of 
dental caries. The dentist's reports were the 
ground truth for training and testing. We used 
500X-rays for training our model. The 
remaining 200 X-rays were used for testing 
the model. For testing, gave 200 X-rays for 
marking caries to the dentists, who were 
unaware of the patient's clinical history. 

Compared the marking of testing dentists and 
our model against the ground truth. 
Inclusion criteria: all X-rays used for testing 
and training are present with dental carriers. 
Exclusion criteria: all X-rays used for testing 
and training are not only specific to dental 
carries but also consist of other minor 
anomalies like attrition, etc. 
The classifiers evaluated: 
In this section, we briefly review the four 
classification techniques used in this work, 
namely, (1) decision trees, (2) convolution 
neural networks, (3) kNN, and (4) support 
vector machines.  
Decision Trees are statistical models for 
classification and data forecast. These models 
employ the "divide-and-conquer" strategy, 
which involves breaking down a difficult 
issue into smaller, simpler sub-models. 
Applied to each sub-problem [8], We selected 
the C4.5 algorithm, one of the most widely 
used methods for creating decision trees, for 
our project. [9] Quinlan created C4.5 as a 
software enhancement to the fundamental ID3 
algorithm to address various concerns that 
ID3 does not handle, namely avoiding 
overfitting. Fitting the data, determining how 
deeply to grow a decision tree, improving 
computational efficiency, etc. Quinlan's C4.5 
has a factor named confidence that represents 
a pruning-related component. In general, 
pruning occurs more when C is smaller. To 
conduct the studies, we altered the value of 
the confidence factor to obtain a more 
accurate classification model. The M.L.P. 
neural network (Multi-Layer Perceptron) 
derives from the neural network's Perceptron 
model. Unlike the fundamental perceptron, 
M.L.P.s can solve non-linearly separable 
problems. We have chosen the 
backpropagation learning algorithm for 
training M.L.P. neural networks for this work. 
The weights are modified to train the M.L.P. 
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network. The output of the network is 
compared with the desired outcome. The 
weights are adjusted using the error or the 
difference between these two. The pace of 
learning determines the rate of adaptation. 
The network will swiftly modify its weights if 
its learning rate is high, but it could become 
unstable. In practical applications, it is 
advised to employ small learning rates. 
A Convolutional Neural Network 
(ConvNet/CNN) is a Deep Learning method 
that can take in an input image, give various 
elements and objects in the image importance 
(learnable weights and biases), and 
distinguish between them. ConvNets require 
substantially less pre-processing than other 
classification techniques do. Contrary to the 
hand-engineered filters used in basic 
approaches, ConvNets are capable of learning 
these filters. Their attributes ConvNets' 
structure was influenced by the Visual 
Cortex's organizational scheme and resembled 
the neuronal connectivity network in the 
human brain. Individual neurons react to 
stimuli only in this constrained area of the 
visual field, known as the Receptive Field. 
The entire visual field is covered by a series 
of such fields that overlap. 
The weights are modified to train the CNN. 
Then, the network output is compared to the 
desired outcome during training. The error, 
which is the difference between these two 
signals, is used to alter the weights of kernels. 
The pace of learning determines the rate of 
adaptation. The network will swiftly modify 
its weights if its learning rate is high, but it 
could become unstable. Therefore, it is 
advised to employ small learning rates in 
practical applications. 
K.N.N. is a classical prototype-based (or 
memory-based) classifier, which is often used 
in real-world applications due to its simplicity 

[10]. Despite its simplicity, it has demonstrated 
impressive classification accuracy in various 

applications and is frequently used as a 
benchmark when comparing traditional 
classifiers. Support vector machine (SVM) is 
a relatively new classification and regression 
algorithm that has demonstrated impressive 
performance in a variety of significant 
issues [11], [12], [13], [14]. While the structural risk 
considers the complexity of the class of 
functions used to fit the data and the error in 
the training set, the empirical risk only 
examines the mistake in the training set. 
Although SVMs are widely used in machine 
learning and pattern recognition, a recent 
study has demonstrated that they can perform 
as well as or better than simpler techniques 
like kNN and neural networks in several 
classification and regression situations [15].  

Experiments:  
To evaluate the generalization performance and 
contrast the classifiers considered for this 
article, we used 10-fold cross-validation. 
During 10-fold cross-validation (CV), ten 
subsets of a given dataset are used. Nine subsets 
are joined to generate a subset for training a 
classifier, while the remaining subset is used for 
testing. [16]. We have also done P.C.A. on 
images. The test set error, Ei, is calculated ten 
times, using a different subset as the test set. 
The mean of the ten mistakes Ei, 1 I 10, is used 
to calculate the cross-validation error. It is 
crucial to note that all of the simulations 
described here used stratified CV, in which the 
subsets were created using the same original 
patterns' frequency distributions [17]. The 
principal component analysis is a method for 
lowering the dimensionality of such datasets 
and improving interpretability while 
minimizing information loss (P.C.A.). It 
accomplishes this by producing fresh, 
uncorrelated variables that maximize variance 
one after the other. 

Results: 
The classification error and the area under the 
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R.O.C. curve (A.U.C.) are the performance 
metrics used to compare the classifiers [8], [18], and 

[19] 

R.O.C. curve, also known as a receiver 
operating characteristic curve, A two-
dimensional figure known as a R.O.C. curve, 
shows how effectively a classifier system 
performs as the cut-off discrimination value is 
varied over the predictor variable's range. 
In the R.O.C. curve, the x-axis represents, or 
independent variable is the false positive rate, 
which identifies normal patterns wrongly 
classified as novelties; the y-axis or 
dependent variable is the true positive 
momentum for the predictive test, which 
determines the likelihood of prints of the 
novelty class being recognized correctly true 
positive/false positive data pair for a cut-off 
discrimination value of the prediction test is 
represented by each point in the R.O.C. space. 
Can produce a R.O.C. curve from the 
cumulative distribution function if both the 
true positive and false positive probability 
distributions are known to need a gold-
standard approach for distinguishing genuine 
positive and true negative situations to get the 
true positive and false positive rates. We must 
review the confusion matrix or contingency 
table to comprehend R.O.C. curves more 
clearly. 

The confusion matrix: 
When the truth is known, a confusion 
matrix—also known as an error matrix—is 
used to describe the performance of a 
classifier or classification system. Each row 
(or column) in a confusion matrix reports the 
numbers in a true class, such as the number of 
true dental caries or true normal. In contrast, 
each column (or row) gives the numbers in a 
predicted class, such as the number of 
predicted dental caries or predicted normal. 
For example, a standard 22 contingency table 
reports four numbers: There are four types of 
positive outcomes: true positive (T.P.; also 
known as sensitivity); false negative (F.N.; a 
measurement of the proportion of predicted 
negatives given that it is truly positive); false 
positive (F.P.; a measure of the balance of 
predicted positives given that it is truly 
negative); and true negative (T.N.) (T.N., also 
known as specificity, is a measurement of the 
proportion of truly negative predictions to 
actual negative predictions.). Naturally, a 
better classifier ought to have greater 
specificity and sensitivity. Naturally, a better 
classifier ought to have greater specificity and 
sensitivity. Remember that specificity equals 
F.P. - 1.

Table 1: A confusion matrix 

 
 

If the discriminating cut-off value for the 
predictive variable is smaller than the lowest 
value observed, the (0, 0) point is established 
in the R.O.C. space. We produce a series of 
attributes within the R.O.C. space that can be 

connected by a curve when we increase the 
discriminating cut-off value to incorporate 
more and more data points. The (1, 1) point is 
produced by a discriminative cut-off value 
greater than the maximum value seen.
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Figure 1: 

Figure 1 test predictions don't perform much 
better than random guesses, according to the 
diagonal line connecting the (0, 0) and (1, 1) 
points. The test's predictive value increases 
with distance from the diagonal line in the 
R.O.C. space. 
 
 
 

A hypothetical R.O.C. curve showing the 
trade-off between sensitivity and specificity is 
shown in Figure 1. In particular, the 
relationship between sensitivity and 
specificity is inverse, meaning that as 
sensitivity rises, specificity falls, and vice 
versa. 

Discussion

R.O.C. for ML algorithms 

 
Figure 2: 

 
Figure 2 of the R.O.C. curve X-axis depicts 
the true positive rate. Y axis represents the 
false positive rate. According to Huang and 
Ling, the area under the R.O.C. curve 
(A.U.C.) summarises the R.O.C. curve and 
offers an alternative to comparing classifiers 

based on accuracy. In comparison with other 
classifiers, the best classifier is the one that 
obtains an A.U.C. close to 1. For example, 
figure 2 depicts A.U.C. for SVM is 0.51, 
A.U.C. for K.N.N. is 0.52 and A.U.C. for 
Decision tree is  0.47. 
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Custom CNN 

 
Figure 3:  

 
Inception Net 

 
                                                                  Figure 4: 
For both the models custom CNN and 
inception net, model accuracy is computed 
and shown in figure3and figure 4, 
respectively. In the figures X-axis denotes 

precision, and Y-axis indicates epoch. For 
training, 5oo x-rays are used, and 200 x-rays 
are used here for testing. The model accuracy 
is better for train data. 

Table 2: Comparison between the models: SVM, K.N.N., Decision tree and CNN 
Model Accuracy Precision Recall F1 Score AUC 
SVM 51.13% 23.44%  48.39%  31.58% 51.64% 
non-linearSVM+ pca=2 55.64% 15.62% 66.67% 25.32% 47.71% 
KNN 56.39% 12.50% 80.00% 21.62% 52.46% 
KNN +pca=2 53.38%  10.94% 58.33% 18.42% 47.2% 
Decision tree 49.62% 23.44% 45.45% 30.93% 49.1% 
Decision tree+depth=5 51.13% 25.00%  48.48% 32.99% 53.02% 
Decision tree+pca=2  51.13% 26.56%  48.57% 34.34% 48.14% 
Custom CNN 53.38% 75.36% 53.61%  62.65% 48.1% 
Inception Net 48.12%  78.26% 50.00% 61.02% 46.24% 
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There was a huge class imbalance, so we took 
the F1 Score to identify the best model. 
Concerning F1 Score CNN models, both 
inception net and custom CNN model 
produces the best F1 Score, followed by the 
decision tree model and SVM. This result is 
attributed to the automatic feature processing 
in the case of CNN models. However, in the 
case of decision trees, P.C.A. with two 
components proved to give better results, 
implying that the first two principal 
components were critical to classifying the 
image.  

Conclusion: 
We experimented with doing a comparative 
case study on how different machine learning 
models classify the X-ray data to detect 
caries. This study examined the effectiveness 
of nine classifiers used in caries detection 
analysis. Figure 2 depicts the R.O.C. for 
machine learning algorithms such as SVM, 
K.N.N. and decision tree. Figure 3 and Figure 
4 show the model accuracy curves for neural 
network algorithms. Table 2 compares nine 
classifiers concerning the accuracy, precision, 
recall, F1 Score and A.U.C. The F1 Score 
identifies the best model  
among the various measures. The results have 
shown that the best method for caries 
detection was obtained by the custom CNN 
method 
 with an F1Score of 62.65% 
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